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“Expanding minds. Engaging hearts. Enhancing communities."
CALIFORNIA STATE UNIVERSITY, BAKERSFIELD

SCHOOL OF SOCIAL SCIENCES AND EDUCATION
ADVANCED EDUCATIONAL STUDIES DEPARTMENT 

EDRS680: Educational Statistics (Spring, 2014; 4 units)
Instructor: Jianjun Wang
Office location: ED234
Office hours: Wednesday 4:00-5:00 p.m., Thursday 1:00-5:00 p.m.
Class Times: Wednesday 6:00-9:30 p.m.
Lab Hours: Friday 3:25-4:56 p.m.
Phone: 661-654-3048








E-Mail: jwang@csub.edu





Mission of the School of Social Sciences and Education
 The mission of the School of Social Sciences and Education is to address local, regional, and state needs by providing high quality undergraduate and graduate programs in the social sciences and education. We are committed to advancing human development knowledge, encouraging healthy and productive lifestyles, and enhancing the quality of life for all people, particularly  those with emotional, learning, and physical disabilities. We pledge to prepare future leaders, professionals, and community advocates. Together, we will work toward increasing the community’s understanding and acceptance of complex social, racial, and gender issues and toward creating positive social change. We will provide students with excellent classroom instruction, faculty-guided research experiences, and experiential learning opportunities to prepare them for career success and for lifelong learning to meet the changing demands of society. The faculty and staff of the School of Social Sciences and Education are committed to supporting quality measures identified in the CSUB vision statement featuring faculty academic excellence and diversity, the student experience, community engagement, staff excellence and diversity, and organizational “best practices.”  

Candidate Dispositions

Candidates preparing to work in schools as teachers or other professional school personnel know and demonstrate the content, pedagogical, and professional knowledge, skills, and dispositions necessary to help all students learn.

· Professional Collaboration:  Candidates will participate in action-oriented collaboration that will enable them to learn from others and provide leadership in partnerships with all stakeholders.

· Reflective Practitioner:  Candidates are reflective, life long learners who apply problem solving and critical thinking strategies and the respectful appreciation of differing points of view.

· Ethical Professional:  Candidates’ actions are based on accepted professional standards of conduct and reflect insight and awareness with respect to diverse perspectives, opinions, obligations and ethical responsibilities of the profession.

· Student/Client Centered:  Candidates, throughout their programs, will prioritize the needs of the students/clients they serve by maintaining trusting relationships built upon caring, nurturing (respective) and meaningful interactions.

· Professional Leader: Candidates, throughout their programs, will be strong, determined, professional leaders with a clear instructional focus using effective communication skills and a willingness to take risks to ensure the advancement, safety, and welfare of all students in our communities.

· Professional Competence:  Candidates will maintain high programmatic outcomes that reflect research-based practices, principles of learning differentiation, and standards based instruction.

COURSE DESCRIPTION

This course covers basic parametric and nonparametric methods that are useful in educational research.  The quantitative training has a three-fold focus: (1) when to use each statistical method, (2) how to use the method through computer programming, and (3) how to interpret the results in research literature and computer printout.  At conclusion of the course work, students will have a set of useful programs.  By replacing numeric parts of each program with their own data in the future, students will be able to conduct statistical analyses, and produce empirical results for dissemination.  The academic training is also helpful to students who need to understand statistical results produced by other investigators.  In summary, the course design is geared toward preparing students as competent producers and consumers of educational research.

STUDENT-BASED LEARNING OBJECTIVES

After completing this course, students will develop mastery of the following content areas:

1. Identification of the purposes, uses, and applications of descriptive and inferential statistics.

2. Understanding of the concepts related to scales of measurement for numeric variables.

3. Generating and interpreting of graphical data presentation.

4. Application of various measures of central tendency and dispersion.

5. Understanding of the central limit theorem in inferential statistics, classical hypothesis testing, 
    and the types of errors in hypothesis testing.

6. Application of the techniques of correlation, regression, t‐tests, one- and two‐factor analyses 
    of variance, and chi‐square tests.

TEXTBOOK:

Wang, J. (2012). Educational statistics.  Bakersfield, CA: Author. (Required)

REFERENCES:

Ravid, R. (2011). Practical statistics for educators (4th Ed.). Rowman and Littlefield, NJ: Merrill.

Morgan, G. A., Leech, N. L., Gloeckner, G. W., & Barrett, K. C. (2011). IBM SPSS for Introductory Statistics: Use and Interpretation (4th ed.). New York: Routledge.

Heiman, G. W. (2011). Basic statistics for the behavioral sciences.  Boston: Houghton 


Mifflin Company. 

COURSE ASSIGNMENTS/REQUIREMENTS: 
1. Computer activities can be completed in class or at the public lab

2. Printout comparison is made between regular and trial versions of SPSS

3. Class attendance is required

4. Take-home exercises will be turned in on time.

GRADING AND EVALUATION: 

1. Four Quizzes (60%)


Quiz 1: The 3rd week  / 15%


Quiz 2: The 5th week  / 15%


Quiz 3: The 7th week  / 15%


Quiz 9: The 9th week  / 15%

2. Final (30%)

3. Action Research Project (10%)


– Using SPSS (or SAS) to Analyze Candidate Impact on Student Learning 
COURSE OUTLINE  

Week 1:  Introduction 

        . Review of course description/objectives/textbooks/grading

        . Needs of statistical sampling for population representation
        . Differentiation between levels and factors (attributes) in educational research
        . Clarification of treatment and measurement units in action research 
        . Scenarios of causation and correlation pertaining to school accountability

        . Definition of parameter, descriptive statistics, and inferential statistics
        . Qualitative vs. quantitative data

        . Continuous vs. discrete variables

        . Nominal, Ordinal, Interval, and Ratio Scales

        . Categorization of parametric and non-parametric methods

        . Hierarchical data structure in education

        . Result Summary vs. Aggregation 

        . Discussion on how to access Excel data in SPSS 

        . Data creation in SPSS or SAS

Week 2: Descriptive Statistics I 
        . Raw frequency to describe the number count on any scales

        . Relative frequency to report percent of counts

        . Generation of percentile report using cumulative percent

        . Central tendency indices and their restrictions 

        . Dispersion of individual scores using + deviation indices

        . Construction and interpretation of bar graph, histogram, and polygon

       . Computing of percentiles for individual scores using SPSS or SAS

        . Quiz 1 Review

Week 3: Descriptive Statistics II 
        . Multimodal and skewed distributions

        . Variability indices on ordinal scales: Range and Interquartile Range

        . Standard deviation to describe average distance from mean

        . Variances in sample description, population description, and parameter estimation

        . Defaults of SPSS or SAS in variability index computing

        . Cautions for interpreting variability indices from school settings

        . Paradox of result accuracy: Definition and computation formulas in SPSS and SAS

        . Outlier detection and missing data handling
Week 4: Standard Normal Distribution
        . Normality condition for identification of population distribution

        . An effective approach in statistical inference: Z table construction

        . Test manuals in education: Mean and standard deviation identification   

        . Characteristics of Z distribution
        . Percentile identification from the standard normal distribution

        . Variability and accuracy in probabilistic decision

        . Comparison of multiple distributions using Z-score indices
        . Overwrite of SPSS or SAS defaults for Z score computing

        . Quiz 2 review

Week 5: Central Limit Theorem and Statistical Inference

        . Mechanism of random sample: Sampling with replacement

        . Sampling distribution of means

        . Introduction of standard error for mean score dispersion

        . Impact of large sample: Better normality and less variability

        . Comparison between X and x̄ distributions

        . Summary of Z test using x̄
        . Null hypothesis vs. alternative hypothesis

        . Rejection region(s) and critical value(s)
        . One-tailed testing vs. two-tailed testing 

       . Report format for Z test
        . Type I and Type II errors in statistical inference

        . Options of syntax in SPSS and SAS computing
Week 6: Single Sample t Test and Related Sample t Test

        . Relation between Z test and single sample t test

        . df introduction

        . Limitation of t tables for an infinite number of t curves

        . Single sample t test: Variability estimation when x is unknown

       . Value-added assessment under a pretest and posttest setting

       . Related sample t test: Variable number reduction: D=Post-Pre

       . Equivalency of two-tailed testing under D=Pre-Post

       . Data entry sequence for outcome tracking

       . Rationale for hypothesis testing: Why testing H0: pre=post when x̄pre≠ x̄post is given?

       . Univariate procedure summary for single- and related-sample t tests

       . Application of related sample t test and related sample t test in school settings

       . Practice of single sample t test and related sample t test in the lab

       . Quiz 3 Review
Week 7: Independent Sample t Test and One Way ANOVA

       . Introduction to scenarios involving multiple variables

       . Rationale for t test: Why testing H0: 1=2 when x̄1≠ x̄2 is given?

       . Differentiation between factors (streets) and levels (houses)

       . “Variances equal/unequal” options of SPSS or SAS printout

       . Relation between independent sample t test and one-way ANOVA

       . Rationale for the F test: Why testing H0: 1=2=3= when x̄i values are given?

       . Conditions of independent sample t test and one-way ANOVA

       . Advantages of one-way ANOVA over replications of independent sample t test

       . Verification of t2=F
       . Examples of applying independent sample t test and one way ANOVA in school setting

       . Practice of independent sample t test and one way ANOVA in the lab

       . Examples of applying one-way ANOVA in school setting

       . Hands-on practice on applications of one-way ANOVA 

Week 8: Post-hoc Tests

       . Floating chart to describe relations between ANOVA and Post Hoc Tests
       . Option differences in SPSS and SAS for post-hoc test

       . Adoption of an HSD calculator to amend a void of SPSS
       . Two scenarios of never using post-hoc tests

       . Rationale for post-hoc test: Why allocating ≠(s) when x̄i values are given?

       . Link of HSD to the minimum significant difference

       . Paradox: If one-way ANOVA can completely cover the application of independent sample 

         t test, why do we keep the chapter for independent sample t test?

       . Examples of applying post-hoc tests in school setting

       . Hands-on practice on applications post-hoc test

       . Quiz 4 review
Week 9: Two-Way ANOVA and Chi-Square (2) Test
        . Effect of interaction: New scenarios missing from one-way ANOVA

        . Advantages of two-way ANOVA over replications of one-way ANOVA

        . Test of main effects when interaction is insignificant

        . Convert to one-way ANOVA when interaction is significant

        . Post-hoc tests for main effects with more than two levels 

        . Floating chart of the two-way ANOVA approach

        . Data tabulation: Structural differences between two-way ANOVA and 2 test
        . Assumptions of 2 test

        . df configuration

        . Sample size impact on 2 test results
        . Table size vs. the choices of Phi and C coefficients
        . Floating chart for analyzing data associations in a contingency table

        . Examples of applying two-way ANOVA and 2 test in school setting

        . Hands-on practice on applications of two-way ANOVA and 2 test in the lab

Week 10: Correlation and Regression
        . Description of data pattern

        . Review of correlation vs. causation

        . Strength indicators of linear relationship on different scales

        . Pearson and Spearman Correlations for positive and negative relations

        . Interpretation of correlation matrix from SPSS or SAS printouts

        . Report of correlational results for research dissemination

        . Model selection for causation description

        . Differences in explanatory variable setting between regression and ANOVA

        . Interpretation of regression coefficients from SPSS or SAS printouts

        . Selection of significant predictors in regression

        . Coefficient of determination

        . Residual examination

        . Examples of applying correlation and regression analyses in education

        . Hands-on practice on applications of correlation regression data analysis

        . Final review
Accommodations for Students with Disabilities (for Bakersfield campus)
To request academic accommodations due to a disability, please contact the Office of Services for Students with Disabilities (SSD) as soon as possible. Their office is located in SA 140, and they may be reached at 661-654-3360 (voice), or 661-654-6288 (TDD). If you have an accommodations letter from the SSD Office documenting that you have a disability, please present the letter to me during my office hours as soon as possible so we can discuss the specific accommodations that you might need in this class.
Accommodations for Students with Disabilities (for AV campus)

To request academic accommodations due to a disability, please contact the Office of Services for Students with Disabilities (SSD) as soon as possible.  Their office is located in Bldg. 200, and they may be reached at 661-952-5061 (voice) or 661-952-5120 (tdd).  If you have an accommodation letter from the SSD Office documenting that you have a disability, please present the letter to me during my office hours so we can discuss the specific accommodations that you might need in this class.

Academic Honesty 

There are certain forms of conduct that violate the university’s policy of academic integrity. Academic dishonesty (cheating) is a broad category of actions that involve fraud and deception to improve a grade or obtain course credit. Academic dishonesty (cheating) is not

limited to examination situations alone, but arises whenever students attempt to gain an unearned

academic advantage. Plagiarism is a specific form of academic dishonesty (cheating) which consists of the misuse of published or unpublished works of another by claiming them as one’s own. Plagiarism may consist of handing in someone else’s work as one’s own, copying or purchasing a pre-written composition and claiming it as one’s own, using paragraphs, sentences, phrases, words or ideas written by another without giving appropriate citation, or using data and/or statistics compiled by another without giving appropriate citation. Another example of academic dishonesty (cheating) is the submission of the same, or essentially the same paper or other assignment for credit in two different courses without receiving prior approval from the

instructors of the affected courses. Source: 2011-2013 CSUB Catalog, p.78
PROFESSIONAL LIABILITY INSURANCE

As of August 1, 2006, the CSU Chancellor’s Office of Risk Management is requiring all students in various fields, including the Credential Program to purchase Professional Liability Insurance.  This fee may be paid at the Cashier’s window or online.
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